How will new climates alter the performance of organisms and the ranges that they occupy? This question is pressing, as shifting ranges will affect the likelihood that populations will decline or go extinct (Bellard, Bertelsmeier, Leadley, Thuiller, & Courchamp, 2012; Thomas et al., 2004), how local communities and ecosystems will function (Walther, 2010), whether they will provide new, different, or diminished ecosystem services (Schröter, 2005), and how much change will be required in approaches to agriculture (Nelson et al., 2014). For most species, answers hinge on uncertainty in both biotic and abiotic aspects of the problem (Suzuki, Rivero, Shulaev, Blumwald, & Mittler, 2014). Here we focus on abiotic conditions, which by themselves still pose enormous uncertainties—about future climates (IPCC, 2014),
about how climates are translated into the microclimates where organisms live (Frey et al., 2016; Pincebourde, Murdock, Vickers, & Sears, 2016; Potter, Woods, & Pincebourde, 2013; Woods, Dillon, & Pincebourde, 2015), and about the effects of climates and microclimates on organisms (Deutsch et al., 2008; Dillon, Wang, & Huey, 2010; Kearney & Porter, 2009; Sinclair et al., 2016). Because it is so complex, this last challenge is perhaps the most difficult: how should we translate the abiotic conditions (microclimates) experienced by individuals and populations into metrics of performance and fitness (Childress & Letcher, 2017; Sinclair et al., 2016)?

Thermal performance curves (TPCs) have become key tools in this translation (Angilletta, 2009; Deutsch et al., 2008; Dillon et al., 2010; Huey et al., 2009; Kingsolver, Diamond, & Buckley, 2013; Sinclair et al., 2016; Vasseur et al., 2014). TPCs are appealingly straightforward and easy to model. Although they restrict attention to only a single environmental variable, temperature, it is an important one (Kingsolver, 2009). In addition, recently developed high-resolution datasets (Kearney, Isaac, & Porter, 2014; Levy, Buckley, Keitt, & Angilletta, 2016; Rodell & Beaudoin, 2016) are starting to provide temperature values at scales relevant to small ectotherms nature (Kaspari, Clay, Lucas, Yanoviak, & Kay, 2015; Potter et al., 2013). Indeed, the increasing availability of fine-scale, gridded datasets of temperature provides powerful new approaches to integrating thermal physiology and ecology, which has been a central goal of physiological ecology for the past few decades (Huey & Kingsolver, 1989; Huey & Stevenson, 1979). We anticipate that TPCs will be used with climate data even more broadly in the future (Sinclair et al., 2016).

Despite their simplicity, TPCs can hide significant uncertainty arising from multiple methodological and analytical problems (Childress & Letcher, 2017; Sinclair et al., 2016). Here we consider three such problems, which have been largely unexplored. First, it is often unclear how to choose which underlying model(s) to fit and how to weigh the relative merits of alternatives. Angilletta (2006) analysed this problem by fitting five different equations to data on sprint speed of eastern fence lizards Sceloporus undulatus. The overall shape of the data was much like those in other TPCs (Dell, Pawar, & Savage, 2011)—a gradual rise in performance on the left side, an optimum at relatively high temperatures, and then a rapid decline on the right side at temperatures > 37°C. The model with the lowest AIC was a simple Gaussian curve, which had only four parameters and an $r^2$ of 0.70. However, the problem is worse than Angilletta’s analysis indicates, because there are many other parametric models of TPCs that are routinely used (e.g., Krenek, Berendonk, & Petzoldt, 2011) and that could also have been fit. Indeed, it is possible for two (or more) models to have similar AIC scores, yet describe the data quite differently, and this is more likely to happen with increases in the number of models analysed. To further complicate the problem, TPCs can also be estimated nonparametrically, or by combined parametric and nonparametric models (Kingsolver, Diamond, & Gomulkiewicz, 2015; Stinchcombe & Kirkpatrick, 2012).

A related problem is whether to allow performance to go negative (Deutsch et al., 2008; Kingsolver et al., 2013). Many processes stop at temperatures above some critical thermal maximum (CT\textsubscript{max})—for example, rate of feeding or sprint speed—and, in these cases, it may be appropriate to use an underlying model that goes to zero. When integrating over time series of temperature, the assumption in such an approach usually is that the organism resumes activity again as the temperature falls below CT\textsubscript{max}. However, TPCs can use more aggregated metrics of performance such as population growth (Frazier, Huey, & Berrigan, 2006), which can be negative (McKechnie & Wolf, 2009). The consequences of using negative values have largely gone unexamined in broader spatial and temporal contexts. One exception (Kingsolver et al., 2013) found that allowing negative values had a large influence at mid-latitudes, where intra-annual fluctuations in temperature are particularly large.

Second, TPCs can vary depending on the conditions under which they are measured, on life stage, and on the short- and long-term thermal histories of the organisms used in the assays (Dillon et al., 2016; Kingsolver, Higgins, & Augustine, 2015; Kingsolver et al., 2011; Rezende, Castañeda, & Santos, 2014; Sinclair et al., 2016). Historically, TPCs often were measured using organisms that had been held (sometimes for the entire life cycle) in constant temperatures. Extrapolating such TPCs to variable conditions in the wild is of course problematic. For example, Kingsolver, Higgins, et al. (2015) measured TPCs for larval growth rates in the sphingid moth Manduca sexta reared at three mean temperatures (20, 25, and 30°C) crossed with three levels of diurnal temperature variation (±0, 5, and 10°C). TPCs from the groups differed in several ways, including that larvae from diurnally fluctuating treatments had higher optimal temperatures and higher maximal growth rates than did larvae from constant-temperature treatments. TPCs can also show pronounced acclimation over seasonal, weekly, and even daily time scales (Dillon et al., 2016; Schulte, Healy, & Fangue, 2011), which can have important consequences for predictions about the effects of climate change (Calosi, Bilton, & Spicer, 2008). For example, how well Drosophila survived heat shock depended on the environmental temperature they had experienced during the prior 2 days (Overgaard & Sørensen, 2008). Finally, TPCs can change when organisms are exposed even briefly to temperatures in the zone between $T_{\text{opt}}$ and CT\textsubscript{max}. Exposure to these temperatures can induce significant shifts in the overall biochemistry, of which the best studied is the heat shock response and correlated downregulation of expression of other genes (Lindquist, 1986). These shifts can harden organisms to still higher temperatures, but they can also strongly depress performance above $T_{\text{opt}}$ (Kingsolver & Woods, 2016). As a result, the optimal and maximal temperatures for performance can differ for TPCs measured at short (e.g., hourly or daily) versus longer (weekly or monthly) time scales, with important consequences for mean performance in fluctuating temperatures (Kingsolver, Higgins et al., 2015).

Third, researchers often fit models of TPCs to empirical data with the goal of estimating a single “best model” to be used in subsequent analyses without considering the magnitude of the uncertainty associated with that fit, or how that uncertainty translates into geographical uncertainty in patterns of performance. The
underlying data, however, often are quite sparse and variable. Ignoring that variation can provide unrealistically high apparent levels of confidence in geographical patterns of performance. A better approach would quantify geographical uncertainty in an explicit, systematic way.

Although these limitations have been noted previously, their consequences for ecological predictions have been largely ignored. Indeed, of 20 recent papers published on species distribution and performance curves (see Supporting Information Table S1 for search criteria and results), only one considered alternative forms of TPC models, two the importance of negative performance values, and none the effects of prior thermal history. Instead, authors focused on alternative sources of error, such as variation in curves arising among populations, closely related species, or from using different spatial or temporal scales of environmental data.

Using a set of case studies, we explore the consequences of these three classes of effects for predicting the geography of performance both in recent and future climates. We present a set of simulations in which we construct contrasting pairs of performance curves (see Figure 1)—symmetric versus skewed, non-negative versus negative, and short-term versus long-term—and then evaluate the relative estimates they make about performance of ectotherms in temporally variable environments on a continental scale. In particular, we predict mean performance across Central and North America using 10 years of summertime air temperatures from the GLDAS-2 data product (Rodell & Beaudoing, 2016). We also model what those performance curves predict under a range of future climates, which we generate by altering both mean and variance in temperature from the base environmental data. Finally, we develop a bootstrapping method for establishing 95% prediction intervals on mean performance at each location (pixel). The method establishes a systematic approach to quantifying geographical uncertainty. We illustrate the method using a TPC model fitted to empirical data on growth rates of *M. sexta*.

![Figure 1](image-url) Three pairs of performance curves. (a) Gaussian and exponentially modified Gaussian, using parameters derived from fits to the data on lizard sprint speeds analysed by Angilletta (2006). (b) Two versions of the curve used by Deutsch et al. (2008) to model insect fitness as a function of temperature. The curves differ in whether or not they allow performance above $CT_{\text{max}}$ to go below zero. (c) Two Thermal performance curves (TPCs) fitted to data on growth rate of larval *Manduca sexta* with different thermal histories (Kingsolver, Higgins, et al., 2015). Short-term measurements were taken over 24 hr in the last larval instar, using larvae that had been reared in diurnally fluctuating temperatures. Long-term measurements were taken from hatching to wandering, using larvae that had been held at constant temperatures. See text for equations and parameter values.

### 2 | MATERIALS AND METHODS

#### 2.1 | Climate data and manipulations

We used GLDAS-2 data with a spatial resolution of 0.25° (c. 27 km at 30°N latitude) and a temporal resolution of 3 hr (Rodell & Beaudoing, 2016). Data were processed in R using the raster package (Hijmans, 2014; R Development Core Team, 2015). We extracted data on near-surface air temperature (band 24) in Central and North America for the months July, August, and September from the years 2001 to 2010. This 3-month “growing season” is shorter than the 6-month and 12-month periods considered by (Deutsch et al., 2008; Kingsolver et al., 2013), and we used the full set of diurnal fluctuations. These data constitute what we call the base environmental data. These data will miss some transient temporal extremes occurring between the 3-hourly time steps, and spatial averaging necessary for producing individual pixels will also reduce the incidence of small-scale spatial extremes. Nevertheless, they provide spatial resolution sufficient for our purposes and good temporal resolution compared to many other analyses that have used mean monthly temperatures or interpolated daily values.
We also produced a set of future climates that have higher mean temperatures (+2 or +4°C) and higher temperature variability (Kingsolver et al., 2013). We generated higher variability by using custom functions (Dillon et al., 2016) written in R to extract the amplitudes of the Fourier transform of the temperature time series at each spatial location. We then added additional variance (either 5 or 10% of the base variance for that location) spread across all frequencies and used an inverse transform to recover the new, manipulated time series. Thus, altogether we had nine sets of environmental data available for evaluating TPCs—3 means × 3 amounts of variability. Results from only two of those datasets are used in the main text (recent data from 2001 to 2010 and future climate with +4°C mean temperature and +10% variability). The full results for all nine climates are shown in Supporting Information Figures S1–S3. The online data do not qualitatively change our interpretations but simply provide greater detail in how shifts in mean and variance of temperatures (and their interactions) affect spatial estimates of performance.

### 2.2 Ectotherm performance

Ectotherm body temperature is assumed to be the same as air temperature. This assumption obviously will be inaccurate some of the time, as an ectotherm's body temperature reflects inputs and outputs from the entire heat budget (Gates, 1980). In addition, many ectotherms sustain body temperatures that differ from air temperatures using behavioural thermoregulation to exploit locally available microsites (Huey, Peterson, Arnold, & Porter, 1989; Kaspari et al., 2015; Pincebourde & Casas, 2006; Woods, 2013; Woods et al., 2015). As a first approximation, however, this assumption is reasonable, as our goal is to illustrate the effects of chosen TPCs on estimates of performance and not to model body temperature accurately under all potential sets of environmental factors contributing to heat balance.

Using each TPC described below, we first estimated performance for each time point in each time series (30 months of summertime data) at every geographical location, ignoring the potential effects of thermal history on performance. We then calculated the arithmetic mean performance across that entire 30-month time period.

### 2.3 Contrasting thermal performance curves

To evaluate the consequences of choosing one performance curve over another, we constructed three pairs of TPCs that differ in key ways related to choices that researchers commonly confront.

#### 2.3.1 Gaussian versus exponentially modified Gaussian

These two curves both performed well in the analysis of lizard sprint speeds done by Angilletta (2006). The Gaussian equation (Figure 1a) is

\[ P = a \exp \left( -0.5 \left( \frac{T - b}{c} \right)^2 \right) \]  

(1)

where \( P \) is performance and \( T \) is temperature, and the parameters \( a, b, \) and \( c \) are the height, position, and standard deviation (width) of the curve respectively. For both types of TPCs, we obtained parameter values by refitting the original data for Sceloporus, using the function \( \text{nls} \) in R, and then scaling the performance values to 1. See Supporting Information Table S2 for all fitted parameter values.

The exponentially modified Gaussian (Figure 1a) is

\[ P = \frac{ac\sqrt{2a}}{2d}\exp\left(\frac{b-T}{d} + c^2/2d^2\right)d\left|\frac{d}{dt}\operatorname{erf}\left(\frac{b-T+c}{\sqrt{2a}}\right)\right| + f \]  

(2)

where \( a \) and \( b \) are height and position, \( ac\sqrt{2a} \) is the area, \( d \) is the time constant of the exponential part, and \( f \) is the intercept.

#### 2.3.2 Non-negative versus negative Deutsch

The equation used by Deutsch et al. (2008) is

\[ P = \begin{cases} \exp \left( -\left( \frac{T - T_{\text{opt}}}{2a} \right)^2 \right) & \text{for } T \leq T_{\text{opt}} \\ 1 - \left( \frac{T - T_{\text{opt}}}{T_{\text{max}} - T_{\text{opt}}} \right)^2 & \text{for } T > T_{\text{opt}} \end{cases} \]  

(3)

in which \( T_{\text{opt}} \) is the temperature giving the highest performance, \( CT_{\text{max}} \) is the critical thermal maximum, and \( a \) defines the width of the Gaussian part on the left side (below \( T_{\text{opt}} \)).

Without further modification, the equation gives \( P < 0 \) at temperatures above \( CT_{\text{max}} \) and can rapidly go to extreme negative values. These values rarely make biological sense for TPCs measuring behavioural rates such as sprint speed, yet this approach allows for a gradient of detrimental impacts to accompany high environmental temperatures. Here, we force performance, at temperatures above \( CT_{\text{max}} \), to go either to 0 ("non-negative Deutsch") or not to go below –1 (Figure 1b, "negative Deutsch"). This level gives somewhat more modest negative effects than did the value (–2) chosen by Kingsolver et al. (2013). These levels are arbitrary in the sense that we could have chosen any two values ≤ 0. However, the value of –1 scales the negative effects of very high temperatures realistically to the maximum positive performance value (+1) at \( T_{\text{opt}} \). The other parameters were \( T_{\text{opt}} = 35, \sigma = 9, \) and \( CT_{\text{max}} = 42 \). Parameter values were chosen to give a curve shape above \( T_{\text{opt}} \) similar to the one in the short-term curve described below.

#### 2.3.3 Short- versus long-term measurements of thermal performance

Kingsolver et al. measured TPCs for growth rate of larval Manduca sexta reared under different thermal conditions and measured over different periods of time (Kingsover & Nagle, 2007; Kingsolver, Higgins, et al., 2015). In 24-hr tests during the last instar ("short-term measurements"), larvae reared from hatching under fluctuating conditions (25 ± 10°C) had higher maximal growth rates and thermal optima (35°C) than did larvae reared at a constant temperature (25°C). They also measured hatching-to-wandering growth rates of
larvae held at one of five constant temperatures. In this experiment ("long-term measurements"), TPCs were narrower and shifted to the left: the thermal optimum was 30°C and growth rates were very low at 35°C. To model the TPCs, we fit the natural log of growth rate to a modified Gaussian function (Frazier et al., 2006; Kingsolver & Woods, 2016)

\[ P = G_{\text{max}} \exp \left( - \exp \left( b \left( T - T_{\text{opt}} \right) - \delta \right) - a \left( T - T_{\text{opt}} \right)^2 \right) \]  

(4)

where \( G_{\text{max}} \) controls the height, \( a \) controls the rate of rise on the left side, and \( b \) the rate of fall on the right side (Figure 1c). The constant \( \delta \) controls how rapidly the curve declines to the right of \( T_{\text{opt}} \).

### 2.4 Bootstrapping the 95% prediction interval

When translating TPCs into geographical estimates of performance, researchers typically use a single curve fitted to empirical data on performance. Such an approach, however, ignores how error in the fitted curve translates into geographical error in performance. We propose to estimate this geographical error by bootstrapping the original data, refitting the TPC model to each bootstrapped dataset, estimating mean performance at each pixel using each model iteration, and then characterizing the variation in performance values at each pixel. Although computationally expensive, the bootstrapping approach accounts in a straightforward way for variance-covariance relationships among the errors in the 3–6 parameters found in the typical nonlinear TPC model.

We illustrate the process using data on short-term growth rates of larval *M. sexta* across a range of temperatures (Kingsolver, Higgins, et al., 2015). The dataset consisted of 70 measurements of 24-hr growth rates of early fifth-instar larvae, with individuals held at one of seven temperatures (10°C to 40°C at 5°C increments, with 10 larvae per temperature). Equation 4 was fitted to the entire dataset using the function `nls2()` from the `nlstools` package. The fitted model was then bootstrapped using the function `nlsBoot()` from the package `nlstools`, which uses nonparametric bootstrapping of mean-centred residuals. We used the first 500 bootstrapped sets of parameter values for subsequent geographical analyses. Although more elaborate schemes for choosing the number of bootstrap replicates could be implemented (e.g., (Pattengale, Alipour, Bininda-Emonds, Moret, & Stamatakis, 2009)), 500 exceeds the number recommended by a number of standard texts (Efron & Tibshirani, 1993; Manly, 1991).

For each of the 500 sets of parameter values, we estimated mean performance as described above—except that we used only the first 3 months of air-temperature data (July, August, and September of 2001), to reduce the total computational time. The result was a set of 500 maps of mean performance across North America. These were assembled into a RasterStack (R package `raster`) so that statistical distributions of values at each pixel could be calculated. For each pixel, we calculated the mean performance value and its associated 95% prediction interval (the 2.5% and 97.5% quantiles of the distribution).

### 3 RESULTS

The choice of TPC can have substantial effects on the geographical distribution of estimated performance values, but these effects depended both on the location and magnitude of quantitative differences between TPCs, and on how much the location of those differences overlapped with commonly occurring temperatures in each temperature time series.

#### 3.1 Quantitative effects of climate change on geographical distributions of performance

For all TPCs evaluated (six total), there was a massive northward expansion of the zone of high performance (Figures 2–4) in the future climate scenario. There also was strong depression of performance in the south, especially in the Mojave, Sonoran, and Chihuahuan deserts and into areas of south-central US and northern Mexico. The amount of depression depended on the details of the performance curves. The bottom marginal panels (panels g and h in Figures 2–4) quantify these differences. In northern areas, performance increased by up to 0.4 units (on scale of 0–1), with the strongest increases occurring for the simple Gaussian curve, likely because this curve estimates positive values of performance up to 50°C. The largest local reductions in the southern zone were for the Deutsch curve with negative values (more negative than −0.4). This curve is the only one to allow negative values, and the temperatures in the “red zone” regularly go high enough to produce those negative values. The curve producing the largest total region of depression in the south was the long-term TPC based on measurements of *M. sexta* held at constant temperatures. This result reflects that this TPC is particularly narrow compared to the others, and that the right side is strongly depressed compared to its pair. Future temperatures across the southern US are high enough frequently enough to lie in its right-hand zone of low performance.

#### 3.2 Effect of choice of TPC from within a pair

The choice within a pair of contrasting TPCs mattered least for Gaussian versus exponentially modified Gaussian (Figure 2c,f). None of the geographical differences in performance was more than +0.2 or less than −0.2 (+20% and −20% respectively), and most values were close to zero. That result also did not depend on climate scenario. In contrast, the choice of TPC mattered most for long-term versus short-term curves (Figure 4c,f), and mattered still more (up to 0.4 units of difference in the southern US) when using the future climate scenario compared to using the recent past. In the Deutsch scenarios, mean performance in most locations did not differ between curves, as temperatures never rose above CT_max, the point at which the curves diverge. As a consequence, in the 2001–2010 climate scenario, there were minor differences in mean performance almost everywhere (Figure 3f). In the future scenarios, however, there were pronounced differences in performance in the...
3.3 | Correlations between mean performance and mean daily maximum temperature

Mean performance emerges as a complex interaction between local patterns of temperature variation and the shape of the chosen TPC. Nevertheless, mean daily maximum temperature (mean $T_{\text{max}}$) is a useful, simple proxy for local environmental temperature, and how likely it is to reach temperatures at the high ends of the TPCs where performance differences are most pronounced. We calculated mean $T_{\text{max}}$ across the entire 2001–2010 dataset (three summertime months only), and then plotted mean performance versus mean $T_{\text{max}}$ at 5,000 randomly chosen locations (Figure 5). Within a pair of TPCs, the relative pattern of mean performance reflected the relative heights of the TPCs across temperatures. For example, in the Gaussian pair, the exponentially modified curve estimates higher mean performance at mean $T_{\text{max}}$ lower than ~20°C, which is where the two TPCs cross (Figure 1a). Points from the Gaussian curve were higher at $T_{\text{max}}$ of 20–25°C. The pattern again reversed above 25°C, where performance was slightly higher for the exponentially modified curve. This reflects that in this zone of mean $T_{\text{max}}$, the temperature occasionally rose into the range 30–35°C, where the exponentially modified curve is slightly higher. Then, at the highest mean $T_{\text{max}}$ in the future climate scenario (Figure 5d), the Gaussian curve again gave higher performance, reflecting its relatively long right tail.

In the Deutsch curves, the points overlapped almost entirely in the recent environment, because temperatures everywhere rarely exceeded the CT$_{\text{max}}$ of 42°C. In the future environment, however, there was striking divergence at the hottest mean $T_{\text{max}}$, which occurred in the southwestern deserts (see Figure 3). In the short- and long-term curves, the short-term curve estimated higher mean performance at almost all $T_{\text{max}}$, with a few exceptions in the small zone of temperatures near 25°C, which is the only temperature range in which the long-term curve exceeds the short-term curve. Even so, mean performance was higher in this zone only at locations in which temperature fluctuates with very low amplitude around a mean value of about 25°C, as occurs on some Caribbean islands. At the
highest mean $T_{\text{max}}$, the short-term curve gave much higher mean performance values than did the long-term curve.

### 3.4 | Bootstrapping the 95% prediction interval

A bootstrapped set of TPC models provided adequate descriptions of the uncertainty in the data, and the first 100 curves are shown in Figure 6a along with the original raw data. Additional analyses of the 500 bootstrapped performance values at each of 244 randomly chosen locations in North America indicated that distributions of estimated performance values at each pixel were approximately normal (Figure 6b). Normality was confirmed by examining QQ plots for each performance set, all of which were approximately linear (see Supporting Information Figure S4). In addition, a Shapiro–Wilk test of each set detected only about 3% that significantly violated the assumption of normality. These results indicate that the 2.5% and 97.5% quantiles of performance values reasonably approximate the 95% prediction interval.

Mean estimated performance from the bootstrapped dataset (full set of 500 curves) and the width of the 95% prediction interval are shown in Figures 7a,b respectively. The appropriate minimum number of bootstrap replicates necessary for obtaining reasonable estimates of the 95% prediction intervals will depend on the raw data underlying the TPC; however, it is possible to assess iteratively how additional bootstraps contribute to uncovering additional uncertainty in prediction intervals. For example, the width of the prediction interval based on just the first 100 bootstrapped curves differed by at most 0.02 units, which is approximately 15% of the value of the mean interval width.

The largest 95% prediction intervals occurred in the Caribbean and Gulf of California, maritime areas with relatively small seasonal and diurnal temperature fluctuations (Figure 7a). In contrast, relative interval width (interval size in relation to the mean) showed a different pattern. The 95% prediction interval ranged from approximately 20% of the value of the mean (over much of south and central North America) to over 50% (c. 10% percent of all values) in the mountainous regions and in far northern latitudes.

### 4 | DISCUSSION

Thermal performance curves (TPCs) have become key tools for linking variation in weather and climate to geographical patterns of organismal performance and population fitness. The details of TPCs—their shapes and statistical properties—are important, but the consequences of error are poorly known. Here we show that the
underlying choice of TPC model, the thermal history of the animals used, and the statistical error inherent in fitting curves to data all can generate large differences in geographical patterns of mean performance. Our conclusions depend in part on a collection of choices made about which TPC models to analyse and which datasets to use to parameterize them. These choices, however, illustrate a phenomenon that we believe is likely to be general.

The consequences of both choice of TPC model and thermal history were greatest in locations with the highest mean temperatures, which is where pairs of curves differed the most. In contrast, higher levels of temperature variability had context-dependent effects (see below). In hot locations, predicted mean performance was disproportionately affected by subtle differences in the location of $T_{opt}$, by the shape of the decline to zero on the right sides of TPCs, and by whether or not negative performance was allowed. These conclusions reinforce those of other recent work that the biological consequences of high temperatures can be especially important (Buckley & Huey, 2016a, 2016b; Dowd, King, & Denny, 2015; McKechnie & Wolf, 2009; Williams et al., 2016). Our conclusions are likely to be conservative, as our analyses were based on TPCs for two thermophilic organisms ($Scelopus$ and $Manduca$). Differences in predicted patterns of performance are magnified when body temperatures rise frequently to $T_{opt}$ or above, which will occur when using curves tuned to lower temperatures (i.e., for nonthermophilic organisms) or when considering performance in future climates with higher temperatures. The key limitations of this study are that we did not allow spatial variation in TPCs, which ignores known latitudinal variation in breadth (Deutsch et al., 2008); we did not explicitly incorporate acclimation effects on the position and shape of TPCs (Calosi et al., 2008; Schulte et al., 2011); and we did not allow behavioural thermoregulation, which can strongly affect the range and sequence of body temperatures experienced (Huey et al., 2012; Kearney, Shine, & Porter, 2009; Sunday et al., 2014). These processes could be explored in additional simulations.

The consequences of statistical error in the fitted TPC model varied spatially and were quite large in some locations. The largest absolute 95% prediction intervals occurred in southern localities with relatively stable temperatures (Southern coast, Caribbean, Pacific Northwest coast). In contrast, continental areas with greater variation in temperature had smaller 95% prediction intervals. These patterns reflect that the bootstrapped curves have different shapes, such that greater amounts of temperature variation contributes performance values to the mean that are partially offsetting (see also Figure 8 below).

Quantifying error—both in the data itself and in predictions made by models built from those data—is fundamental to evaluating biological problems. So far, however, no methods have been proposed for propagating error from TPCs to errors in the geography of performance. The proposed bootstrap method does this in a straightforward way, and we suggest that it be used (and reported) routinely whenever TPCs are extrapolated to spatial patterns of

FIGURE 4 Performance maps for thermal performance curves modelled using the equations for short-term and long-term measurements of growth rate of larval $Manduca$ sexta. Panels are organized identically to those in Figure 2. Bright red pixels in panel C represent values more positive than 0.4.
mean performance or fitness. The bootstrapping approach is general and does not require using the 95% prediction interval. Other reasonable choices would include range, standard deviation, and skew, all of which are descriptive statistics. Inferential statistics like the 95% CI are less suitable, as they depend on an arbitrarily chosen number of bootstrapped samples—for example, in a very large set.

**FIGURE 5** Bivariate plots of mean daily maximum temperature over the 30 summertime months used (10 years [2001–2010] × 3 months per year) versus mean performance for all pairs of Thermal performance curves (TPCs) in two sets of climatic conditions. In the entire map, there were 17,471 terrestrial pixels, of which we randomly subsampled 5,000 to make the panels.

**FIGURE 6** (a) Mean fitted Thermal performance curve (TPC) curve (Equation 4) and 95% confidence intervals from the bootstrapped dataset, along with the original dataset on growth rates of *Manduca sexta*. Each of the set of 500 curves was then used to predict mean growth rates at every pixel using the North American dataset on air temperature (GLDAS-2), which generated distributions of performance values for each pixel. (b) One such distribution for a location in central North America (35°N, 100°W) showing an approximately normal distribution of performance values. Additional analyses of distributions from a large set of randomly chosen pixels are provided in the online material (Supporting Information Figure S4).
of bootstrapped samples, the 95% confidence interval will converge onto the mean and thus carries no information.

The problem of error propagation from TPCs is in fact worse than indicated by our analysis—which focuses on TPCs derived from single datasets that are integrated with spatial data on temperature variation. Sinclair et al. (2016) proposed two additional, more integrative approaches to connecting TPCs to fitness. The first is to integrate TPCs describing processes at different levels of biological organization (e.g., (Kingsolver & Woods, 2016)). Another is to consider multiple environmental factors at once rather than temperature alone (Harley et al., 2012; Munday, Crawley, & Nilsson, 2009). Both approaches require the integration of two or more curves, each containing its own errors, and how such errors combine to influence overall error in estimated performance remains unknown.

4.1 | Interactions between TPCs and local patterns of temperature variation

In our three paired comparisons, differences in mean performance emerge from how the frequency distribution of environmental temperatures maps onto the thermal performance curves. For the pair of Deutsch curves, the only range in which they differ is above \( CT_{\text{max}} \). Thus, as a greater fraction of temperatures surpasses \( CT_{\text{max}} \), mean performance exhibits a larger differential (e.g., in the Mojave and Chihuahuan Deserts). For the Gaussian and the short-/long-term response curves, mean performance differences between curves are diminished by temporal variation in temperature. For example, the Gaussian and exponentially modified Gaussian curves intersect four times over the biologically relevant temperature range, and the differences are relatively balanced (areas between the curves are similar between crossover points, with opposite signs); greater temperature variation then tends to have self-cancelling effects on mean performance as it is integrated through time (see Supporting Information Figure S5). In this case, we expect the shape of the curve to matter less in environments with higher temporal variance (Figure 8).

Climate change is increasing the frequency and magnitude of extreme climatic events, including extreme high temperatures and heat waves (IPCC, 2014; Smith, 2011; Wang & Dillon, 2014). For several reasons, this has led to renewed focus on the importance of upper thermal limits and the top end of TPCs (Buckley & Huey, 2016a, 2016b; Denny, Hunt, Miller, & Harley, 2009; Dowd et al., 2015; Williams et al., 2016). First, performance changes most rapidly at temperatures above the optimal temperature, so that small changes in mean or variation in temperature can have large effects on mean performance in this temperature range (Ruel & Ayres, 1999). Deutsch curves, for example, gave very small differences in predicted performance in low-variance thermal environments (i.e., in the tropics) than on high-variance environments (temperate).
high temperatures. Second, in most study systems, phenotypic and genetic variation in TPCs is greater at higher temperatures, at least for temperatures below upper thermal limits (Chevin & Hoffmann, 2017; Kingsolver, 2009). Greater variation in TPCs increases the expected responses of mean (and variance in) performance, and alters selection and evolutionary responses to high temperatures (Chevin & Hoffmann, 2017; Kingsolver & Buckley, 2017).

A third reason is that stress and acclimation responses may be particularly important at the top ends of TPCs, even at temperatures below the critical thermal limits (Williams et al., 2016). Heat shock protein (HSP) responses to high temperatures can improve performance and heat tolerance in the short run, but continued exposure to such temperatures can cause chronic stress, leading to reduced performance and survival (Feder & Hofmann, 1999). The time-dependent effects of stress and acclimation can generate different TPCs under short-term and long-term conditions, even for the same metric of performance (Kingsolver, Higgins, et al., 2015; Kingsolver & Woods, 2016). Our results show that the choice between short- and long-term TPCs can have dramatic effects on geographical patterns of predicted performance (Figures 4, 5). In this study, we used 3-hourly temperature data, so short-term TPCs are more appropriate. In contrast, some metrics of performance, such as lifetime fitness or population growth rate, can be defined only over longer time scales (generations), so that temperature data over longer time scales may be more appropriate (Kingsolver et al., 2013). Matching the time scales of environmental and biological data remains an important challenge in modelling the ecological and evolutionary responses of organisms to variable weather and climate change (Kingsolver & Buckley, 2017).

### 4.2 | Choosing TPC models

Our analyses emphasize that links between TPCs and predicted performance depend on how TPCs are measured and which models are used. The sensitivity of predictions to assumptions and methods calls for more work on defining best practices, which we suggest organizing around the following questions. First, what is the shape of TPCs above the thermal optimum? Often TPCs shapes above \( T_{\text{opt}} \) are inferred from measurements at just one or two temperatures. As a start, relatively more effort should be spent on collecting data at finer increments above \( T_{\text{opt}} \); that is, investigators should not simply gather performance data at predetermined and evenly dispersed temperatures in the anticipated range of performance (e.g., 3 or 5°C). Second, when is it reasonable to allow negative performance, and how negative should performance be allowed to go? Biologically, negative performance can be reasonable in some circumstances (e.g., when studying rates of population growth or fluxes of biomass [McKechnie & Wolf, 2009]) but not others (e.g., when analysing sprint speeds, which can go only to zero). If negative performance is possible, then one faces the secondary question of how negative it should be allowed to go in the model, and how to specify the shape of the curve below zero. These are both empirical and theoretical questions, and we encourage research on tractable systems that could provide answers. Third, how do historical patterns of temperature exposure affect current performance? In our study, the pair of TPCs giving the most divergent geographical patterns of performance was derived from data on Manduca caterpillars with different histories of temperature exposure (Figures 1 and 4). This result occurs because the integrated difference in areas between the curves is greatest for this pair. Although it is clear now that such history-dependent shifts are likely in many species, there has been little formal exploration of the magnitude of the shifts or how they should be modelled. There is the related question of how to match experimentally imposed histories of temperature exposure to the typical experiences of organisms in the wild.

Thermal performance curves are simple, powerful tools for integrating physiological and climatic data. Despite the central role they have begun to play in climate change biology, TPCs often depend on implicit or unexplored assumptions about how to collect and model data, and they often contain statistical error whose consequences go unexplored. The effects of these assumptions and errors can (and should) be made explicit. We suggest that quantification of geographical error become a routine part of any TPC-based study.
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